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Novice users of computer systems often complain bitterly
about the strangeness and difficulty of learning their new
skill. Reports of displeasure and high dropout rates are com-
mon from programs such as those in which experienced typ-
ists learn to use text editors. A frequent expression of the
problem, from the beginner’s view, is “why isn't it in Eng-
lish?” This suggests that at least some of the start-up difficulty
may lie in the selection of command names. Designers may
choose names from a specialized vocabulary that reflects ex-
pert knowledge of the system. But this vocabulary will not
necessarily correspond well to the way new users think of the
task or the language they would find best to employ or under-
stand in its description.

We wanted to find out whether unfamiliar terminology per
se was an important obstacle to beginning use of computer
systems. Would more natural terms—putting things in “the
users’ own words”—help smooth the transition from manual
to computer-aided methods? The first step was to see whether
available methodology could help us to understand how peo-
ple naturally think about sume computerized task and to
identify natural terminology for that task.

We chose text editing as a vehicle for study for several
reasons. First, it is often the first computer-related skill that
nonspecialists acquire. Second, text editors (including the line-
oriented and hard-copy based ones) are currently widely used
by nonprogrammers and are gaining users (primarily secre-
taries and typists) rapidly. This means that findings about
editing commands as such may have direct applications. Also,
and more important for our purposes, it means that there is a
large pool of appropriately experienced and motivated sub-
jects to study.

Previous work on natural command names has been scant.
Black and Sebrechts [2] had college students provide a one-
sentence description of changes indicated on a manuscript by
author/proofreader marks. They concluded that people have
preconceptions about the names of operations (e.g.. add. cross-
out, change, etc.) and suggested that using these names would
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ABSTRACT: In the first of two stud-
ies of “naturalness” in command
names, computer-naive typists com-
posed instructions to “someone
else” for correcting a sample text.
There was great variety in their
task-descriptive lexicon and a lack
of correspondence between both
their vocabulary and their underly-
ing conceptions of the editing opera-
tions and those of some computer-
ized text editors. In the second
study, computer-naive typists spent
two hours learning minimal text-
editing systems that varied in sev-
eral ways. Lexical naturalness (fre-
quency of use in Study 1) made lit-
tle difference in their performance.
By contrast, having different, rather
than the same names for operations
requiring different syniax greatly
reduced difficulty. It is concluded
that the design of user-compatible
commands involves deeper issues
than are captured by the slogan
“naturalness.” However, there are
limitations to our observations.
Only initial learning of a small set
of commands was at issue and gen-
eralizations to other situations will

require further testing.
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improve a text editor. Streeter et al. [10] conducted a similar
study using homemakers as subjects. Subjects saw two ver-
sions of the same text; one contained errors, the other was a
corrected version and provided a one-word description of
each change.

Comparing the results of these two studies suggests that
different ways of eliciting potential command names yield
different responses, for example, where “cross out” was popu-
lar in Black’s study, it was rarely used in Streeter et al. It is
not obvious, a priori, what eliciting conditions would provide
the most natural or effective command names. However, an
hypothesis we wished to test was this: that the words an
actual user would employ to describe the actions to be taken
to perform the editing task in its noncomputerized form
would make initial learning easier. The rationale is that naive
users can be expected to think in terms of asking the com-
puter to do what they or someone like them would otherwise
do. Thus the words one typist would use to instruct another
typist to produce a particular result, under the conditions of
an actual editing task, should provide the kind of “natural”
command names in which we were interested.

In the studies described here, we explore two particular
questions. First, how do typists normally think about and
describe editing operations? Second, would incorporating the
novice's words into the language needed to operate an editing

systemn make initial learning easier or the system more ac-
ceptable?

We preface description of these studies with some disclai-
mers. Only command names and their assignment were stud-
ied, not variations in syntax or construction. Only variations
in naturalness of real words was at issue, with naturalness
defined as spontaneous applicability by computer-naive users.
Behavioral tests involved only initial learning of a small set of
editing commands. In our current state of ignorance about
what variables are important in command names, it would be
hazardous to generalize any conclusions much beyond actual
conditions of the reported studies.

STUDY 1: IDENTIFYING NATURAL COMMAND NAMES
This study was designed to address several issues: How do
people conceive of the actions needed to make changes in a
manuscript? What names do they give to these operations? To
what units or objects of text (e.g., blanks, characters, lines,
paragraphs) do spontaneously named operations naturally ap-
ply? Do people use the same words to describe the same type
of change when the unit of text differs?

Methods
Subjects received a manuscript marked with “author/proof-
reader” marks. These marks, and the types of changes to

TABLE L. Frequency of User-Provided Names

Type of Chal .
ve noe Biank Character Word Line Paragraph
Insert Substitute* 0 Substitute® 0 Substitute 0 Append* 0 Append* 0
{put in text) Space 15 Change 20 Insert 25 Insert* 19 Insert* 8
Put 9 Shouid be 17 Add 20 Add 24 Type 15
Insert 1 Place 13 Type 17 Add 15
Add 8 Put 13
Type 1 Put 1
Other 72 Other 40 Other 14 Other 36 Other 47
(22 types) (17 types) (9 types) (13 types) (11 types)
Delete Substitute* 0 Substitute* 0 Substitute* 0 Delete* 6 Delete* 6
(remove text) Connect 13 Omit 15 Omit 31 Omit 4 Omit 32
Spedl 12 Takeout 10
Change " Change 11 Delete 9 Takeout 10
Eliminate 9
Other 72 Other 58 Other 46 Other 37 Other 58
(31 types) (20 types) (15 types) (9 types) (14 types)
Replace Substitute® 0 Substitute® 1 Substitute® 4 Change* 11 Change* 0
(new text in place of old) Add 13 Change 18 Change 22 Replace 6
Insert 10 Replace 10
Putin 10 Replace 9
Change 9
Spel 9
Other 45 Other 68 Other 60 Other 85 Other 90
(20 types) (35 types) (35 types) (43 types) (44 types)
Move Substitute* 0 Substitute® 0 Substitute* 0 Move* 2 Move* 8
(change location of text) Shoud be 10 Change 16 Place 1" Put 12 Put 13
Type 10
Put 13 Put 9 Type 9 Ptace 9
Should be 17
Other 86 Other 30 Other 66 Other 73 Other 66
(43 types) (25 types) (36 types) (40 types) (36 types)
Transpose Substitute* 0 Substitute* 0 Substitute* 0 Move* 0 Move* 3
(interchange locations) Change 8 Change 17 Reverse 12
Shouid be 17
Switch 14 Switch 1 Switch 16
Spedl 10 Type 9 Type 5
Other 88 Other 38 Other 64 Other. 91 Other I
(46 types) (21 types) (27 types) (52 types) (22 types)

* Present ED command.
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TABLE Hl. Intrasubject’/Intersubject® Naming Agreement

Object
Operation
Blank Character Word Line Paragraph Mean
Insert 0.19/0.10 0.38/0.13 0.52/0.15 0.35/0.13 0.31/0.07 0.350/0.114
Delete 0.29/0.07 0.45/0.08 0.54/0.13 0.50/0.15 0.46/0.11 0.448/0.108
Replace 0.32/0.07 0.42/0.09 0.44/0.09 0.38/0.04 0.40/0.05 0.390/0.068
Move 0.17/0.04 0.50/0.10 0.27/0.07 0.19/0.07 0.27/0.08 0.280/0.072
Transpose 0.23/0.05 0.52/0.09 0.27/0.06 ¢ 0.27/0.07 0.323/0.058
Mean 0.238/0.066  0.454/0.098  0.408/0.100  0.355/0.082  0.342/0.076 0.359/0.084

* Numbers represent the proportions of individual subjects who used the same main verb in describing the necessary
editing action for two occurrences of presumably eqmvalenl author-indicated corrections in a sample text.
® Numbers represent the proportion of all possible pairs of subjects who used the same main verb for the operations of

the indicated varieties

“ Because of experimental error these values could not be calculated.

which they referred, incorporated tnose that we found in a
sample of manuscripts brought to Bell Laboratories typists.
From these observations, and the operations available on
some common computer editors, we constructed a taxonomy
of significant operations and objects involved in text editing
These form the rows and columns of Table I. A text was
constructed in which changes corresponding to each of the
cells in Table I were indicated by author marks in pencil.
Each requested change to be made was margin-numbered for
reference. Participants were asked to prepare a typed list of
brief instructions for someone else who was actually going to
make the changes. We had subjects type their responses to
further encourage brevity.

There were 50 indicated corrections, comprising 5 types of
operations, applied to each of 5 different units of text, with 2
instances of each combination. Half of the texts were line-
numbered, the others were not; they were randomly assigned
to subjects. Twenty-two secretarial school students and 26
high school students with some typing experience partici-
pated.

Results

Responses to each indicated change were sorted into cate-
gories, based on the main verb used to form an instruction to
perform an editing operation. Frequencies are given in Table
I, where each cell represents one category in our taxonomy
and contains the data for 48 subjects judging 2 instances of
each operation. For comparison, command names for the
UNIX™ editor ED are listed first and are indicated by super-
script. The total number of responses for each cell is 96.
Responses with low frequencies. as well as instances of no
response, have been grouped together as other.

One striking result is that in 24 out of 25 cells, the present
ED command name was not the most frequent spontaneously
given name. In fact, in 23 out of 25 cells there are at least 2
other more frequent responses. Thus novices’ claim that the
system does not use their words is correct.

Another striking aspect of the data is that there was httle
agreement on names. On the average, the three most popular
verbs for each operation together account for only 33 percent
of the total number of responses. The mean intersubject
agreement, that is, the probability that any two users would
use the same verb in response to a particular text correction,
as estimated from this data, is only 0.08. Indeed. individual
subjects were not even very self-consistent. Overall, the likeli-
hood that a given subject would use the same verb for both
instances of what we a&sumed to be equivalent corrections,
was only 0.34. Table Il shows the degree of intrasubject and
lntemub](’rt agreement for each correction type.

Bearing in mind the general lack of agreement between
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people or consistency between instances for the same person,
the data suggest that for typists the following operation names
are most natural: “add” for the insert operation, “omit” for
the delete operation, and “change” for the replace operation.
For the move and transpose operation, “put” and “switch”
are most natural, but the absolute frequency of these re-
sponses was low.

If it is assumed that people are more likely to apply consis-
tent names to operation-object entities that correspond to
some sort of stable mental representation, the data in Table 11
ought to reflect something like the “cognitive naturalness” of
the experimenter-defined entities. By this index. operations
involving the manipulation of blanks, and perhaps those in-
volving moving and transposing, appear least natural, and
operations involving characters or deletion appear most natu-
ral. It seems plausible that these differences reflect experience
with the manual typing environment in which keys can be
used essentially only to enter single characters that may or
may not have been previously erased.

Another way to gain insight into natural conceptions of
editing tasks is to examine the similarities between descrip-
tions of the various nominally different operation-object enti-
ties. For this purpose we tabulated an index of similarity for
each of the [(n X n — 1)/2 = 300] possible pairs of predefined
correction types. For any two correction types, we determined
whether the main verb used in the description of either of the
two instances of one was also used in either of the two
instances of the other, that is, whether a given subject used,
at least once. the same verb for the two different operation-
object entities. The resulting binary score—1 for any agree-
ment, 0 for none—was summed over the 48 subjects. The
matrix of proximity indices was then subjected to several
latent structure analysis procedures. Statistically satisfactory
and at least somewhat revealing structures were obtained
with both hierarchical clustering and multidimensional scal-
ing methods, exemplary results of which are shown in Fig-
ures 1 and 2. respectively.’ The hierarchical structure shown
in Figure 1 describes the data fairly well, accounting for 65
percent of the variance in the observed proximities. Among
its interesting features are the following inserting blanks and
transposing lines are both seen as unlike other classes of
editing acts; moving, deleting, and transposing blanks form a
strong low-level cluster. while replacing a blank with a char-
acter is conceived as equivalent to inserting a character. Dele-
tions of words, lines, and paragraphs are described almaost
identi(‘allv while deletion of blanks falls with other opera-

}Ur those unhmllmr with these procedures, Kruskal and Wish [6] provide a good
overview. A general form of structure, e g. a binary ultrametric tree or a cross-cutting
dimensional space is assurned. Additional, fairly weak assumptions about unde rl\lng
scaling properties and constraints are also needed. Given these. a particular “best-fit”
structure 1s determined by iterative numerical methods.
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tions on blanks, and deletion of characters is grouped only in
a relatively higher order category of acts having to do mostly
with operations on characters.

Five fairly clearly interpretable, but less compact. higher
level groupings can be seen: (1) transposition {of characters,
words, and paragraphs), {2} all operations on blanks and char-
acters, including replacement of a word (which, therefore, is
evidently thought of as a character-by-character operation), (3)
moving {of words, lines, and paragraphs), (4) insertions, and (5)
deletion or replacement (of words, lines, and paragraphs).

The multidimensional scaling analysis also describes the
data fairly well (stress = 0.099) as a three-dimensional space.
Figure 2 shows the location of the 25 operation-object pairs in
this space, as projected onto the surface defined by the first
two dimensions (by rotation to principle components). The
first dimension clearly distinguishes insert operations from
delete operations. Replace operations are also located in a
fairly distinct region of the space (except for replacing blanks).
However, the insert, move, and transpose operations overlap
considerably. The second dimension distinguishes blanks
from characters and these from words, lines, and paragraphs.
The second dimension thus suggests that typists think of es-
sentially three levels of text {or actions): those having to do
with blank space (space bar or erasure), characters (key
strokes), and larger text units. Recall that the words whose
similarities of use are represented here are verbs (or predicate
phrases) only, not object nouns. It is therefore rather interest-
ing that the similarities in their use are so heavily influenced
by the object units being described.

Subjects were least consistent in the naming of operations
applied to blanks (e.g., deleting a blank, replacing a blank
with a character, etc.), and blanks form separate clusters in
both the hierarchical and multidimensional scaling based on
similarities among descriptions. It thus seems clear that typists
do not think of a blank as just another character, the way
computer experts do. It seems likely that our subjects’ think-
ing on this matter is somehow tied to the technology of a
typewriter. A typist using a typewriter probably regards a
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FAGURE 2. Multidimensional scaling representation of simiarities in use of
verbs to describe editing operations.

blank as the absence of letters, or as preexisting white space.
An inexperienced user of a text editor may have to be explic-
itly instructed that the computer treats blanks as special char-
acters, not as a lack of characters.

A further analysis was done to see under what circumstan-
ces subjects considered a line as a unit to be operated upon.
Instructions for changes that could be accomplished by opera-
tions on whole lines (e.g, replace line, insert line) were con-
sidered. In the absence of line numbers, 32 percent of 201
classifiable editing instructions specifically referred to lines.
With line numbers present, 68 percent of 204 classifiable in-
structions referred to lines. This result suggests that typists do
not ordinarily think of editing as involving operations that
effect whole lines, but that the provision of line numbers
tends to induce this mode of thinking

Table 1 also shows that the subjects’ most popular choices
of operation verbs were not much different for operations on
line-internal versus whole-line categories. That is, subjects
tended to use the same verbs {e.g., omit) when instructing
someone to delete a character, word, line, or paragraph. In
both the hierarchical clustering and multidimensional scaling
solutions, words, lines, and paragraphs tend to group together,
while characters and blanks form a separate cluster. In the
structure of some present text editors, UNIX ED, for example,
different commands are used for line-internal operations (e.g.,
subsitute) and whole-line changes (e.g., delete). This distinc-
tion fails to match the natural language groupings exhibited
by our subjects. However, in UNIX ED, for example, line-
internal and whole-line operations require different syntactic
constructions in the argument portion of the command. It
might be advantageous to have different names for commands
that use different syntax, independent of natural naming pref-
erences. This issue, among others, is addressed in Study 2.

A possible disadvantage of popular verbs as command
names is that they may tend to be too general and thus fail to
capture distinctions between different operations. Consider
the verb “fix.” Our next analysis, then, addresses the issue of
how precisely our subjects used verbs to request text correc-
tions.

For each verb used at least twice we tallied how often it
was used for each of the five operations. We then determined
the most frequent (modal) referent of each verb. Overall,

Tulv 1983 Volume 26 Number 7




verbs were used to refer to their modal operation in about 50
percent of all cases. This tells us that even the most knowl-
edgeable recipient (editor) could correctly understand the in-
tended operation of a novice only about half the time, if it
always made a single “best guess” when confronted with a
naive user’s untutored verb.

This may be an important observation for those who would
like systems to accept “raw natural language.” In this in-
stance, at least, natural terminology is inherently imprecise,
that is, it is not easy to guess what users want from what they
say. (See Furnas et al. [3] for more on this matter).

Of course, regularly used Systems like text editors do not
usually rely on natural language input, but instead teach
users a specialized vocabulary for the task. However, this does
not necessarily remove the problem of imprecision. Even
though we provide precise definitions of command words,
users will not immediately comply in employing them. Our
problem then becomes choosing words that people can most
easily learn to use precisely. We know that preexisting associ-
ation between stimulus and response makes learning easier
[5]. Thus the most popular terms given in response to the
various indicated text corrections are predictably the easiest
to learn as command names to be recalled under similar
circumstances (see [2]).

On the other hand, there are at least two reasons to suspect
that popular choices might not be optimal as command
names. First, as we have just seen, popular terms tend to be
referentially imprecise. People will often use them when they
are inappropriate and may have difficulty learning to restrict
their usage to only correct occasions. Second, as we men-
tioned earlier, command names need to refer to computer
operations and syntax as well as to text-defined editing condi-
tions. These two roles may not be best performed by the same
words.

STUDY 2: AN EVALUATION OF NATURAL
COMMANDS IN INITIAL LEARNING OF A MINIMAL
SYSTEM
Having found that the editing vocabularies of typists and ex-
isting text editors differ, we turned to the question of whether
incorporating verbs more commonly used by typists would
facilitate initial learning and decrease initial negative reaction
to a computerized text editor. A recent study showed that one
particular text-editing system that employed relatively more
familiar, everyday language terms and syntax resulted in
more effective use for both experienced and relatively inexpe-
rienced users than another system that used more arbitrary
terms, punctuation, and argument construction. Ledgard et al.
[7] had college students with varying levels of prior computer
experience learn to use two text editors. One, which they call
the “notational editor,” was based on the Control Data Corpo-
ration NOS Version I Text Editor. It uses a somewhat arbi-
trary and complicated command set and syntax. The cther,
called the “English editor,” contained the same operations,
but used a simpler syntax and vocabulary chosen by the
experimenters to resemble “legitimate English phrases,
formed of familiar, descriptive words.” Subjects received a
Manual and were allowed to practice with each editor prior
to a 20-minute testing session. Results showed that subjects
cmpleted more of the task, made fewer errors, and were
more efficient when using the so-called “English editor.”
However, the subjects in this study were not representative
of a secretarial population, and the two particular editors
Compared differed more dramatically in syntax and punctua-
tion than in command names. Moreover, the command
Blames were selected according to the designers’ personal in-
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tuitions rather than by any objective technique such as the
“user nomination” method in which we were interested.
Therefore, the commands did not reflect users’ natural lan-
guage for the task in a systematic or necessary way. Never-
theless, the results of Ledgard et al. are consistent with the
hypothesis that more natural command words might make
systems easier to use.

Our second study used findings from the first to investigate
whether incorporating natural user terminology from the
manual typing environment into a computerized text editor
would improve its initial ease of learning, Initial learning is of
special interest for several reasons. First, learning curves are
usually steepest at the outset, so early learning is expectably a
more sensitive indicator of effective variables than is later
learning. (We know of few instances in the learning psychol-
ogy literature in which variables that speed early learning
have had detrimental effects on later learning) Second, it is
often claimed that initial introduction to computer systems is
the largest obstacle to acceptance; early “novice freak-out”
sometimes either preempts further progress entirely or creates
persisting attitudinal difficulties. Finally, testing during early
learning is, obviously, easier as a practical matter than testing
after much experience.

Subjects in this study learned to use a small subset of text-
editing operations available on the UNIX™ editor, ED. The
three principal operations they learned were “primitive” oper-
ations needed by regular users. These were also commands
for which spontaneous terminology differed substantially from
that in the ED system-—namely, the insert, delete, and re-
place operations. Notice also that these three classes of opera-
tions form well separable clusters in the latent structure anal-
yses of Study 1. Consequently, it can be argued that they form
an especially natural set of minimal operations to learn first.
Subjects also learned three accessory commands: starting an
exercise (start n): aborting the entry of a line (@); and termi-
nating input for an insert (), for a total of six commands.
Three parameters of commands were studied: vocabulary,
scope, and length. Variations were applied only to the three
text-altering commands. The vocabulary factor had three lev-
els: old, the existing ED command set (“append,” “delete,”
“substitute”); new, the modal responses found in Study 1
(“add,” “omit,” “change”); and random, words unrelated to
the operation but matched to the existing command names in
frequency in the English language, length, and word type
(“cipher,” “allege.” “deliberate”). The random condition serves
as a baseline against which to test the importance of the
choice of names. The factor scope had two levels: old. in
which a line-internal change required a different command
name from a whole-line change; and new, in which the com-
mand was lexically the same for line-internal and whole-line
changes. Finally, the length of commands had two levels:
short, using only the first letter of the command name; and
long, the full name typed out. One might hypothesize that
natural meanings would be less influential if the words are
severely abbreviated than if they are spelled out in full at
each entry. The variations in commands and their associated
syntax are shown in Table III. The time required to complete
an exercise and the number of text defects remaining at the
completion of each exercise served as outcome measurement
variables.

Method

Subjects. Sixty-five students from nearby secretarial schools
and 56 high school students with some typing skills were paid
to participate in an experiment which, they were told, was to
evaluate the usefulness of computer text editing Seventeen
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TABLE lll. Commands and Associated Syntax Used in Study 2

A. Commands for old and new scope conditions, old vocabulary, long form

Leamed in Ao
practice exercise equired
tion Old scope New scope

2. Removing a line Delete Delete
4 Removing a word Substitute/word// Deletejword/
1. Adding a line Append Append

Text Text
3 Adding a word Substitute/word/new word/ Append/new/word/
5. Changing a kne Delete Substitute

Append Text

Text
6. Changing a word Substitute/word/new/ Substitute/word/new/

B. Vocalxdary difference. Short forms used first letter only.

Vocabulary
Old New Random
Delete Omit Allege
Append Add Cipher
Substitute Change Detiberate

secretarial students and 8 high school students did not finish

the task; their data were replaced by that of new subjects for
all analyses. However, there was no systematic tendency for

these subjects to come from any particular level of any of the
experimental factors (e.g,, new scope, or old).

Materials and Procedure. Subjects typed at a Texas Instru-
ments 700 computer terminal. This device is similar to a
standard typewriter in keyboard layout. It uses only printed
paper display, but an automnatic outcome-printing feature, de-
scribed below, gave it some of the presumably favorable char-
acteristics usually associated with full-screen editors.

The text editor used was a “stripped-down” version of the
UNIX™ editor ED (1). This was implemented by a preproces-
sor in front of ED. The preprocessor translated experimental
versions of commands into ED commands. It also logged the
time and command. The @ command deleted the current
line. A new command, start, was created to allow the subjects
to specify which exercises they were currently working on.
They began each exercise by giving the command start n,
where n specifies the exercise number. The preprocessor then
issued an internal command to ED to read in a file containing
the sample text for that exercise. After every command given,
all of the text in the buffer was printed at the terminal. This
provided immediate feedback of the results of each operation.
(Pilot testing convinced us that such feedback was critical;
without it many subjects were unable to make sufficient prog-
ress to provide usable data.) Subjects were supplied with
manuals covering editing fundamentals to be learned. They
were instructed to read and do the exercises in the manual,
typing at the terminal. At the end of the session, they were
given a short opinion questionnaire. There were three editing
operations: adding text, removing text, and changing text; and
two objects: lines and words. The first six sections in the
manual, after the introduction, provided instruction for the
resulting six command types. These were (in the order intro-
duced) putting in lines of text, taking out lines of text, putting
in v:dc;rds. taking out words, changing lines, and changing
words.

Communicotions nf the ACM

Immediately following each of the first six sections in the
manual was an exercise to be performed by the subject at the
computer terminal that could be accomplished by using the
new command. The remaining four sections, 7-10. introduced
no new commands, but instead each called for the use of all
six command types. These last exercises are referred to as test
exercises.

The text of the manuals was constructed so that differences
in command names, scope, and length could be described
with minimal substitutions of words and phrases. The varia-
tions in levels of the experimental factors produced 12 differ-
ent manuals. The exercise pages were completely identical
and did not specify what command the subject should use.

The opinion questionnaire given at the end of the experi-
ment consisted of 6 questions that asked subjects to express,
in the form of 5-point ratings. their attitudes toward the task.
Due to extraneous circumstances, complete questionnaire
data are available only for the high school student subjects.

Procedure. Subijects participated in groups of three in adja-
cent isolation booths. They were given a brief introduction to
computer text editing, then told to learn how to use the text
editor, on their own, by reading each section in the manual
carefully and doing the corresponding exercise at the key-
board. They were to complete each exercise, that is, make the
sample text correct, before going on. Questions were an-
swered, but as minimally and nondirectively as possible;
there were usually not more than five questions per session.

Results

The last four exercises (7-10) were intended to test the
operations taught in Exercises 1-6. Although the required
changes could be done in a number of ways, we tried,
through subtle manual wording to make it apparent that
each of the six operations should be used in each test exer-
cise.

Means of the total times to complete the four test exercises,
as a function of the experimental variables, are shown in
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Table IV. We believe that total time to correctly accomplish
editing tasks is the best dependent measure to assess compar-
ative usability. The ability to correct text completely and
rapidly is the desired result of using a text editor. Moreover,
most important but more detailed effects, such as errors, typ-
ing or problem solving difficulties, and even boredom or frus-
tration, ought to be reflected in increased time.

A four-factor analysis of variance [11], with groups, scope,
vocabulary, and length as between-subjects variables was per-
formed. There were no appreciable differences in the time it
took secretarial students versus high school students to com-
plete the text exercises. As shown in Table IV, there were
mean differences between vocabulary conditions, but they
clearly do not favor the new (more “natural”) over the old
(ED) command names. Indeed, even a post hoc test of the
difference between just the best (old, N = 32) and worst
(random, N = 32) vocabulary conditions was not nearly statis-
tically significant (t (62) = 1.0). However, subjects in the old
scope condition took significantly less time than subjects in
the new scope condition F(1,92) = 12.05, p < 0.001). All our
editors allowed operations on either character strings or lines
as units with a different syntax to specify the operands in the
two cases. Under these conditions, different command names
for line-internal versus whole-line operation were distinctly
advantageous even though, as found in Study 1, typists do not
spontaneously describe line and word changes as different
operations. This effect was independent of vocabulary choice;
having “allege” and “deliberate” effect whole-line and within-
line deletion, respectively, was superior to using “allege” for
both, to the same extent that using “delete” and “substitute,”
respectively, was superior to using “delete” for both cases.

Somewhat surprisingly, the time differences between sub-
jects in the short versus long conditions were not statistically
significant (see Table [V). Apparently the number of key-
strokes is not a dominant factor in editing time during initial
learning (but see further analysis below). However, there was
a significant interaction between effects of length and scope
(F(1,72) = 4.22, p < 0.05), reflecting a greater effect of scope
for long than short command names. Possibly, the meaning
differences involved in the scope effect are attenuated when
the commands are reduced to single letters. None of the other
interactions was statistically significant; for example, although
vocabulary effects were actually slightly smaller for spelled-
out commands, the differential was well within the expected
range of chance variation.

Because there may have been a tradeoff between a particu-
lar subject’s speed in completing an exercise and the number
of errors that were made while doing it, we did two other
analyses. First, we repeated the data analyses with total num-

TABLE IV. Mean Time to Complete Test Exercises (standard error of

Groups (80)
Secretarial students 1886
High school students 1866
Vocabulary (108)

o 1799

New 1801

Random 2029

Scope (88)
oK 1657
New 2039
Length (88)

Long 1816
w.,\s 1936
b 5
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ber of characters typed as the measurement variable. Total
characters must reflect the number of incorrect command
entries, and additional commands needed to correct such er-
rors as well. This analysis yielded no large or significant dif-
ferences except for the effect of length. Predictably, subjects
in the short condition typed fewer characters than those in
the long condition (X = 566 and 910, respectively, for exer-
cises 7-10 combined; standard error of means = 34.71 and
73.52, respectively).

A second reanalysis used a combination of time and resid-
ual errors. Ten seconds for each residual error was added to
the time it took subjects to complete an exercise. We rea-
soned that by doing this we would better estimate the time
that would have been required to produce a completely clean
text, for all subjects, and consequently reduce noise in the
data. However, results were essentially the same as the analy-
sis shown in Table IV.

We looked also at trends over exercises in the data. The
slope of the practice function (learning curve) was steeper in
the short condition than in the long condition (F(1,72) = 3.93,
p < 0.07), and there was a larger quadratic component for
subjects in the long condition than for subjects in the short
condition (F(1,72) = 3.92, p < 0.07). Thus, while the two
groups were about equal after the initial training exercises,
subjects in the long condition increased their speed less rap-
idly with practice and appeared to approach a lower asymp-
totic performance level than did subjects in the short condi-
tion.” A plausible interpretation is that spelled-out commands
carry a mnemonic advantage that offsets the disadvantage of
more kevstrokes. but only until their meanings have been
mastered.

The high school student subjects answered a questionnaire
at the end of the task. Of six 5-point rating scales, two re-
vealed significant differences. Question 2 asked subjects how
difficult they found the task. Lower numbers indicate greater
difficulty. Subjects in the old scope condition thought the task
significantly easier than did subjects in the new scope condi-
tion (X = 3.42 and 3.17; s.e.m. = 0.20 and 0.20, respectively;
F(1,36) = 5.16. p < 0.05). The main effect for vocabulary was
also reliable; subjects in the old and new vocabulary condi-
tions thought the task easier than did subjects in the random
vocabulary condition (X = 3.38, 3.44, and 3.06; s.e.m. = 0.17,
0.16, and 0.19, respectively: F(2,36) = 5.22, p < 0.03).

A similar pattern of answers was given to Question 4,
which asked subjects how difficult it would be to learn to
work with such a svstem in the future. Subjects in the old
scope condition anticipated less difficulty than did subjects in
the new scope condition (X = 3.88 and 3.58; s.e.m. = 0.14 and
0.12; F(1,36) = 6.85, p < 0.025). Subjects in the old vocabulary
condition thought that learning to use such a system would
be easier than did subjects in either the new or random
vocabulary conditions (X = 3.88, 3.63, and 3.69; s.e.m. = 0.13,
0.16 and 0.12, respectively; F(2,36) = 8.89, p < 0.01), whose
times did not differ significantly from each other.

Subject’s perceptions of difficulty were not unfounded. Cor-
relation coefficients (Pearson r) between ratings on Questions
2 and 4 and the total time taken on all exercises were r =
—0.44, and r = —0.49, respectively, both statistically significant
(p < 0.001).

DISCUSSION

The two major observations emerging from Study 2 were that
it made little difference what particular words were chosen
for command names, but that the mapping of differences in
command names to differences in command syntax (and
function) had a very large effect. Task completion time, total
characters tvped, residual text errors, and combined time
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were essentially the same for beginners who “alleged” text
segments, as compared with those who “deleted” or “omitted”
them. Indeed, none of our secretaries, and only a few of the
high school student typists, spontaneously commented on the
oddity of the random names. There were differences in rated
difficulty of the task between vocabulary conditions, but they
did not favor the new terminology obtained from previous
typists’ spontaneous descriptions over one particular system
designer’s set of words. Overall, the old vocabulary words,
which were seldom nominated by typists in Study 1, created
the greatest impression of ease and learnability (although by a
slim margin). Perhaps words chosen by designer intuition rep-
resented more precisely the system characteristics of which
the user must be made aware. These words are probably part
of typists’ recognition vocabulary even if they do not produce
them spontaneously. Overall, the randomly chosen words cre-
ated the least favorable impression. However, the differences
were small, and it must be remembered that while effects of
vocabulary variations on performance were generally consis-
tent with subjective opinions, only the attitude effects were
statistically reliable.

There are important qualifications of the conclusion that
vocabulary effects are small. First, note that actual words or
their initial letter abbreviations were alwavs used as com-
mands. Thus, our resuits cannot be taken as grounds for
choosing commands that are unpronounceable or meaningless
strings. Moreover, only subjects with no previous knowledge
of text editing were used; a different population might con-
ceivably be more sensitive to some kinds of vocabulary differ-
ences. It should also be noted that we studied a very small
command set that was used only for one 2-hour session.
Considerations of precise semantic distinction and confusabil-
ity may be more important in larger sets. Meaningful names
may also be more beneficial when users need to remember
commands over longer periods. Indeed, Barnard et al. [1] have
obtained {unpublished) results favoring specific over general
terms for editing commands in a similar experiment to ours.
They used a larger command set that had to be remembered
over several days. However, significant effects were found
only for number of errors, not for total time to produce cor-
rect text. Recently, Gomez et al. [4), as part of a study of
individual differences in learners, have repeated our “old”
versus “random” vocabulary comparison in an almost identi-
cal experiment, but with an additional test after a week’s
interval. While their typist subjects could more easily recall
the “old,” meaningful command verbs than the (different) set
of random verbs when asked merely to remember them, the
typists performed text editing with identical facility using
“old” and “random” vocabulary. Unfortunatelv, we know of
no experimental research, to date, on natural vocabulary ef-
fects for very large command sets.

In Study 2 there was substantial advantage in learning time
of the old over the new scope, despite our attempt to better
map the new scope onto that implicit in the way subjects
described the operations. Subjects became profitient more
quickly using a system that distinguished line-internal versus
whole-line operations through the use of different command
names. Subjective ratings also significantly favored the old
scope conditions. One explanation we can offer for these re-
sults is as follows. In the editors studied, within-line opera-
tions required a syntactic construction (command/old/new/)
different from that used in whole-line operations (command).
The use of different command names when different syntac-
tic constructions are required may facilitate learning and re-
membering to execute the proper construction in the proper
context. This advantage apparently outweighs any disadvan-
tage of violating prior concepts and naming preferences im-
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ported from the noncomputer editing environment. Ope
only guess the outcome if the constructions for whole-ling
and within-line operations had been the same, for examplg, i
both had made use of physical pointers to beginning and
endpoints. Under such circumstances, which might them,.
selves better match preconceptions of the task, using the
words for both operations might possibly be better. Howevey
the lesson we believe should be taken from the present pe.
sults is that it is probably better to match the language to the
structure of the task being learned than to blindly mimic the
language used in prior similar tasks. It needs to be remem.
bered that commands are not only names for the effects de.
sired by users but also cues to the users about what they
must do next. Indeed Ledgard et al. [7] produced an easier-tg.
use editor, not by making its language match users’ precon-
ceptions, but, apparently, by trying to make its commands
and syntax easy to comprehend as descriptions of their spec.
ialized functions.

CONCLUSIONS

We have summary comments to offer on two general issues:
research methodology and principles of command name
choice. First, we have found that novice users do not use the
same language as system designers to describe operations
done in a text-editing task. Indeed, for the most part, one
potential user does not even use the same words as another,
or even the same words on different occasions. One important
lesson from this is that intuitive guesses as to what is a
“common” or “natural” name for a command are likely to be
hazardous. One person’s obvious name may not be another’s.
(See, e.g. [8] and Communications of the ACM, june, 1981, pp.
404406 for some spirited debates about what words are most
natural.) This also means that comparing two systems, one of
which has features intuitively chosen to be natural by its
designers, for example, [7], is probably primarily a test of the
designer’s personal art, not of the principle of naturalness.
Such a test requires a systematic method for empirically de-
termining what natural users naturally use. We feel the obser-
vational and analytic methods employed for this purpose in
Study 1 produced sufficiently clear results to warrant further
application and refinement.

The last issue we wish to discuss is the one we started
with: how to choose command names. We began our investi-
gations with the hypothesis that commonly used words for
similar operations in the noncomputer environment would be
best. Such words are familiar and have at least approximately
correct known meanings, so they should demand minimal
new learning This line of reasoning has a wide following
among computer scientists and human-factors psychologists
alike [2,7,8]. It now appears to be a somewhat naively undif-
ferentiated view. There is no question that familiar words,
and words with known meanings related to the objects they
are to name, are easier to learn as associates (see [5, pp.
101-110] for a review of some of the extensive experimental
literature). The catch is that command names require other
properties than ease of learning as isolated associative re-
sponses. One is precision of application. Familiar, easy to
think of words are not necessarily precise. In fact, one of the
factors that can make a word common is that it can be used
for many purposes. For example, dividing the words used in
Study 1 into those most and least frequently used, shows the
more popular ones to be the ones less consistently applied,
that is, their use is more evently spread over the five opera-
tions. (For this analysis we considered only words used at
least ten times, to make negligible an obvious statistical arti-
fact.) Clearly, constructing a command set of words whose
natural meanings tend to lead to misuse is not desirable.
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Moreover, the learning of a set in which the names are inter-
changeable to some degree will be retarded by the interfer-
ence between conflicting responses to the same stimuli, a
learning principle that is perhaps even better established than
the benefit of previous association [5].

A reasonable compromise between the benefits and poten-
tial disadvantages of common words might be achieved by
choosing relatively low frequency words that nevertheless are
recognized as having appropriate meanings [2]. A matching
test could be employed. Such words would have high enough
preexisting associative value and familiarity to make learning
easy {the learning rate versus frequency function is negatively
accelerated), but not lead to inappropriate spontaneous use.
We have no direct evidence of the correctness of this conjec-
ture. In fact, the results of Experiment 2 give little support to
the belief that word-choice is of much importance at all.
However, as stated previously, we are reluctant to conclude
that word choice would not be influential in larger command
sets used for longer periods.

An apparently more important property of command
names is that they differentiate appropriately among the ac-
tions the system requires of the user, for example, the argu-
ments or syntax to be provided with the command. Independ-
ent of what particular words are used, however, our results
urge close attention to the mapping of differences in com-
mand names to differences in syntactic and functional distinc-
tions. When varying constructions are required on the part of
the user, or varying effects are obtained, different command
names should be used. Untrained users cannot be expected to
spontaneously generate terms that are appropriate for a sys-
tem they do not know, but system designers at least have the
necessary. information. Programmers are certainly likely to
choose different names for different system actions. Moreover,
there seems a fair chance that the words designers choose in
trying to be precise. rather than systematically popular, will
also meet the criteria of low but sufficient familiarity and
recognizably apt meaning. Together, then, this set of hy-
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potheses may explain why the command names chosen by
ED system developers produced as rapid initial learning as did
command names based on the quite different editing vocabu-
lary employed by manual typists.

The final conclusion from our results we think is clear:
rational design of commands and command names for usabil-
ity requires deeper understanding than is captured in the
slogan “make the language natural.”
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